
Project Dell NVIDIA AMD



Explaining the A of DNA
Tim Carlson, Dell AMD Lead



Copyright © Dell Inc. All Rights Reserved.3

• 50% more cores

• Up to 121% 
increased performance

• Up to 55% CPU 

Performance per Watt 

improvements

• Up to 60% more 

storage

Dell PowerEdge AMD 4th Gen EPYCTM

Performance
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All roadmaps are subject to change.
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AMD EPYC™ 9004 

PROCESSORS – “GENOA”
EXTENDING COMPUTE LEADERSHIP

* Projected performance based on AMD internal testing and subject to change.

**  with 256GB DIMMs and 2DPC in a 2P server
See endnotes: SP5-001
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AMD EPYC™ 9004 “GENOA” - AT A GLANCE

1 With certain DIMM population rules.

COMPUTE

• AMD “Zen4” x86 cores  (Up to 12 CCDs / 96

cores / 192 threads)

• 1MB L2/Core, Up to 32MB L3/CCD

• ISA updates: BFLOAT16, VNNI, AVX-512 

(256b data path)

• Memory addressability with 57b/52b 

Virtual/Physical Address 

• Updated IOD and internal AMD Gen3 Infinity 

Fabric™ architecture with increased die-to-die 

bandwidth

• Target TDP range: Up to 400W (cTDP)

• Updated RAS

MEMORY

• 12 channel DDR5 with ECC up to 4800 MHz

• Option for 2,4,6, 8, 10, 12 channel memory 

interleaving1

• RDIMM, 3DS RDIMM

• Up to 2 DIMMs/channel capacity with up to 12TB

in a 2 socket system (2DPC, 256GB 3DS 

RDIMMs)1

SP5 PLATFORM

• New socket, increased power delivery and VR 

• Up to 4 links of Gen3 AMD Infinity Fabric™ with speeds of up to 

32Gbps

• Flexible topology options

• Server Controller Hub 

(USB, UART, SPI, I2C, etc.)

INTEGRATED I/O – NO CHIPSET

Up to 160 IO lanes (2P) of PCIe® Gen5

• Speeds up to 32Gbps, bifurcations supported down to x1

• Up to 12 bonus PCIe Gen3 lanes in 2P config (8 lanes–1P)

• Up to 32 IO lanes for SATA 

• SDCI (Smart Data Cache Injection) *

• 64 IO Lanes support for CXL1.1+ with bifurcations supported 

down to x4

SECURITY FEATURES

Dedicated Security Subsystem with enhancements

Secure Boot, Hardware Root-of-Trust

SME (Secure Memory Encryption)

SEV-ES (Secure Encrypted Virtualization & Register Encryption)

SEV-SNP (Secure Nested Paging), AES-256-XTS with more 

encrypted VMs

IOD

PCIe Gen 5 

CXL1.1+

Gen 3 Infinity

Fabric

DDR 5

Secure 

Processor

BLUE font indicates significant upgrades with EPYC 9004.

* Post launch feature.
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EPYC™ 9554P CPU

Generation

Product Series

Core Count
• Indicates Core Count within the Series

Product Family

Performance
10s digit - Perf
➢ Relative Performance w/in core count
➢ Higher number = higher perf

100s 

Digit
0 1 2 3 4 5 6

Cores 8 16 24 32 48 64 84-96

Feature Modifier
• “P” = 1P OPNs
• “F” = Performance / Core Optimized
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AMD EPYC™ 9004 CPU MODELS

ALL-IN FEATURE SET 

INCLUDES

• 12 Channels of DDR5-4800

• 6TB memory capacity

• 128 lanes PCIe®5

• 64 I/O Lanes Support CXL™

1.1

• 32gbps AMD Gen 3 Infinity 

Fabric™

• Flexible Topology Options

• Secure Memory Encryption*

• Secure Encrypted 

Virtualization*

9654/P

9554/P

9534

9374F

9354/P

9334

9274F

9254

9224

9634

9474F

9454/P

9174F

9124

HPC, Cloud, VM Density

Cost sensitive HPC-perf/watt optimized 

HPC/VM-perf/thread optimized

HPC/VM-perf/watt optimized

Technical Computing/Cloud

Storage/Cloud

Technical Computing

VM-cache/core ration optimized

VM-per watt optimized

Technical Computing

Heart of Enterprise

Value Enterprise

Technical Computing

Value Enterprise
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SPECjbb®2015 MultiJVM max-jOPSSPECrate®2017_fp_baseSPECrate®2017_int_base

356,204 critical-jOPS165,211 critical-jOPS



Results may vary. See Endnotes SP5-009A. 
OEM published scores will vary based on system configuration and determinism mode used (400W cTDP default performance profile). 

~2.3x

4TH GEN 



© AMD Inc | All Rights Reserved

AMD EPYC™ 9004 CPU Sales Training | NDA Only 

0

200

400

600

800

1000

1200

1400

1600

1800

9654 9634 9554 9534 9474F 9454 9374F 9354 9334 9274F 9254 9224 9174F 9124

E
s
t.
 S

P
E

C
ra

te
®

2
0

1
7
_
in

t_
b

a
s
e

EPYC Performance / Core optimized

3rd Gen Intel Xeon

Platinum 8362 (32c) : 526

Platinum 8380 (40c) : 602

EPYC Model:

Cores: 96 84 64 48 32 24 16

9654 9634 9554 9534 9474F 9454 9374F 9354 9334 9274F 9254 9224 9174F 9124

EPYC 9004 2P est 

integer performance

2P  4th Gen AMD EPYC™CPU estimates.  Best performing 2x Intel Xeon Platinum processors published at www.spec.org as of 8/22/22. 
3rd Gen  Intel Xeon URLs: 2x Xeon Platinum 8380, Platinum 8362,; See endnote SP5-023.

http://www.spec.org/
https://spec.org/cpu2017/results/res2021q2/cpu2017-20210521-26364.html
http://spec.org/cpu2017/results/res2021q3/cpu2017-20210802-28469.html
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2P Intel Platinum 40c 8380

1,360 Cores

212k kWh per Year

602 integer score

1P AMD EPYC 64c 

9554P

1088 Cores

143k kWh per Year

611 est integer score*

FEWER PROCESSORS

LESS POWER

FEWER CORES

LOWER 3yr TCO1

10,000 SPECrate®2017_int_base

Analysis based on the AMD EPYC™ Bare Metal Server & Greenhouse Gas Emission TCO Estimation Tool - version 6.10.  AMD processor pricing based on 1KU price as of Aug 2022.  Intel®  Xeon®  

Scalable  CPU data and  pricing from https://ark.intel.com as of Jul 2022.   All pricing is in USD.
*All AMD EPYC performance scores are estimates based on AMD internal testing, Aug  2022 on AMD reference platforms. All pricing is in USD.
1 TCO time frame of 3-years and includes estimated costs for  real estate, admin and power with power  @ $0.12/kWh with 12kW/rack and a 1.7 PUE.  Software cost is not included in this analysis.   
2 Values are for USA.

EPYC SAVINGS 

OF US FOREST ANNUALLY2

of equivalent carbon sequestration

See endnote SP5TCO-005B

SPEC®, SPECrate® and SPEC CPU® are registered 

trademarks of the Standard  Performance Evaluation 
Corporation. See www.spec.org for more information. 
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Thank You



Data Center Workloads 
EMEA HPC & AI
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NVIDIA 
Datacentre grade 
GPU’s
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Compute GPU’s
H100 / A100 / A30
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Available today on R750, R750XA and R7525

Available soon on 16G AMD and Intel Poweredge servers
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15G PCIe

16G PCIe

16G SXM
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H100 and A100 Tensor Core GPUs

Both available to meet your data center needs

PERFORMANCE

The Highest Performance

HP

C

LLM

& 

Transformers

SECURITY

Secured MIG Instances

The Most Secure

Confidential
Computing

SCALABILITY

4th Gen NVLink
Quantum-2 IB

The Most Scalable
• Best for CNN models (RESNET-

50, R-CNN…)

FOR ALL OTHER NEEDS

H100

Non-Transformer 

AI

A100 & Ampere

Mainstream

Acceleration

Includes NVIDIA AI Enterprise Software Suite and 

Support 
5-Year Subscription and Support included for H100 PCIe

NVIDIA AI Enterprise 

Sold Separately

3rd Gen NVLink
Quantum-1 IB

Multi-instance
GPU
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NVIDIA H100 Supercharges LLMs

Hopper architecture addresses LLM needs at scale

Supercharged LLM Training High Performance P-Tuning 30X Real-Time Inference Throughput
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Time-to-Train by LLM Size 
(Billion parameters)

4K H100

4K A100

1 month 
to

1 week

Lower is better

Days
to 

hours

175 53070 1000

1
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A100 H100
530B P-Tuning Time-to-Train

A100 H100

530B Inference

10 
Concurrent 

Users

LLM Training | 4096 GPUs | H100 NDR IB | A100 HDR IB | 300 Billion tokens. P-Tuning | DGX H100 |  DGX A100 | 530B Q&A tuning using SQuAD dataset
Inference | chatbot| 10 DGX H100 NDR IB | 10 DGX A100 HDR IB | <1 sec latency | 1 inference/second/user. 
H100 data center projected workload performance, subject to change

300 
Concurrent 

Users
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Projected performance subject to change. ESTIMATES ONLY  |  HPC Applications: Climate Modelling 1K, LQCD 1K, Genomics 8, 3D-FFT 256, MT-NLG 32 (batch sizes: 4 for A100, 60 for H100 at 1sec, 8 for A100 and 64 for H100 at 1.5 and 2sec), MRCNN 8 (batch 32), GPT-3 16B 512 (batch 256), 
Training Surrogate AI Models: FourCastNet running 30 sq km spatial resolution model, Wavenet training using Keras SavedModel , Orbnet training using nsys timeline for H<->D transfer, SGTC model was extracted from the PyTorch source, trained an ensemble of 10 models 
Comparison to DGX-A100 (4x A100 SXM4 80 GB) | HPC Application ICON v2.6.5 running dataset QUBICC r2b6 40km global resolution 

TRAINING SURROGATE MODELS
Speedup over A100

H100 Performance Training
Performance and scalability for the next generation of AI and HPC breakthroughs

HPC
Speedup over A100

1.9X
2.1X

2.3X

3.4X

Weather
(FourCastNet)

Quantum
Chemistry
(OrbNet)

Gravitational
Wave Detection

(WaveNet)

Fusion Plasma
Simulation

(SGTC)

1.6X 1.7X 1.7X

2.4X

7.0X



Copyright © Dell Inc. All Rights Reserved.32



Copyright © Dell Inc. All Rights Reserved.34



Graphics/Compute GPU’s
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Backup & Use Cases
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Backup Slides AMD


